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d l  i f o r n  i a 
Abstract  

unc l  d s  
00/61 0757410 Generalized P red ic t i ve  Control (GPC) describes ,.. 

w -  a lgor i thm for the stable,  adaptive cont ro l  o f  dynamic 
systems. I n  the  algor i thm, a cont ro l  inpu t  i s  generated 
which minimizes a quadrat ic cos t  func t ion  consist ing o f  
a weighted sum o f  e r r o r s  between desired and predicted 
f u t u r e  system outputs and f u t u r e  predicted cont ro l  inc re-  
ments. The pred ic t ions  are  obtained from an in te rna l  where 
model o f  the p lan t  dynamics. The GPC approach i s  s im i la r  
i n  concept t o  preview cont ro l ,  which has been discussed 
i n  the manual con t ro l  l i t e r a t u r e .  The GPC algor i thm i s  
a w l  ied  t o  a simp1 i f i e d  r o t o r c r a f t  t e r r a i n  fo l lowing/ 
t e r r a i n  avoidance problem and i t s  performance i s  compared 
t o  t h a t  o f  a conventional compensatory automatic system 
i n  terms of f l i g h t  path performance, cont ro l  a c t i v i t y  
and cont ro l  law implementation. The po ten t ia l  o f  the GPC 
algor i thm t o  serve as a paradigm f o r  the human operator 
i s  b r i e f l y  discussed. 

j?k + j l k )  = GjAu(k t j - 1 )  t Fjy(k) (2) 

j = the  number o f  time steps ahead being 

Gj(q-’) = E.B and where E. resu l t s  from a recursive 
pred ic ted  

so lu t i on  o f  the Diophantine r e l a t i o n  
J J 

1 = Ej(q-l)AA t q-JFj(q-’) ( 3 )  

Here, E .  and F. a re  polynomials uniquely defined, given 
A(q”) and the  i n tege r  j. 

which minimizes the  cos t  func t ion  given by 

J J In t roduc t ion  * 
Background Nor a p red ic t i ve  cont ro l  l a w  can be defined as t h a t  - 

I n  many manual con t ro l  tasks, the a b i l i t y  o f  the 
human operator t o  “ look ahead” o r  “preview” i s  a v i t a l  
s t ra tegy  i n  achieving acceptable manhachine performance. 
Models of human preview cont ro l  have o f ten  employed an 
” in te rna l  model” o f  t he  p lan t  dynamics w i t h  which the 
human i s  presumed t o  generate predict ions o f  f u tu re  p lan t  
output given cur ren t  p l a n t  s ta te  and present and fu tu re  
cont ro l  inputs e.g., [1,2]. Over the  past decade, a 
technique f o r  the design o f  automatic cont ro l le rs ,  ca l l ed  
variously, Model P red ic t i ve  Heur i s t i c  Conbrol , Model A l -  
gori thmic Control, o r  Output Pred ic t i ve  Control, has been 
introduced which approximates the  a c t i v i t y  o f  the human 
preview con t ro l l e r  13-53. 

aJ. , [7] have introduced Generalized Pred ic t i ve  Control where 
(GPC) and re la ted  i t  t o  the  e a r l i e r  approaches o f  Refs. 
3-5 and state-space L inear  Quadratic (LQ) designs. It 
i s  the GPC approach which i s  the  subject o f  the research 
reported herein. 
found i n  Ref. 7. however a b r i e f  review of the sa l i en t  
features o f  the approach w i l l  be undertaken i n  the fo l low-  
i n g  sections. 

The GPC Algori thm 

so-cal led cont ro l led  Auto-Regressive Integrated Moving 
Average model 173: 

Y 

[?(k t j)  - w(k t j ) ] *  

( 4 )  

N2 
+ 1 X(j)[Au(k + j - 119 

j = 1  

More recently, Clarke and Zhang [6]. and Clarke, e t  

N1 = the  minimum cos t ing  horizon 
N2 = the maximum cost ing horizon 

w(k) = the desired value o f  the output y a t  the 
kth sampling i ns tan t  

A ( j )  = a cont ro l  weighting sequence 

Equation ( 4 )  i s  concerned on ly  w i th  a subset o f  

D e t a i l s  of the GPC algor i thm can be 

, 

The p lan t  i s  modeled i n  d isc re te  fashion using the future t i m e  defined N2T secs i n t o  the future and i s  de- 
pendent upon data up to time k.. Note how the control 
i s  implemented: The optimal con t ro l  a t  the f i r s t  samp- 
l i n g  ins tan t  i s  appl ied and the minimization o f  J i s  
repeated a t  the next sample. Also note tha t  the cost 
on the control  i s  over a l l  future control  inputs which 

be c lass i f ied  as Open-Loop-Feedback-Optimal w i th  an 
autoregressive disturbance process [7]. The authors 
feel t ha t  t h i s  cont ro l  philosophy i s  s im i la r  t o  t h a t  
which tne human operator employs when con t ro l l i ng  p lan ts  

are automobile d r i v i n g  or a i r c r a f t  f l i g h t  path control  

A(q-’)y(k) = B(q-’)u(k - 1) + S(k)/A 
(l) 

k = 0, 1, 2, etc.  e f fec t  the outputs included i n  J .  This control  law can 

where A(q- l )  and B(q-’) a re  polynomials i n  the delay 
Operator q-l’ y (k )  and u(k) are Output and 

sequence. A represents the  d i f fe renc ing  operator 1 - q-! 
The actual sampling i n t e r v a l  i s  T, so that ,  a t  each i n  near-earth f l i g h t .  
sampling instant,  t he  independent var iab le  i s  kT. 

t o  t ime kT and con t ro l  i npu t  u(k t i )  f o r  i L -1, i s  

iables, and is an uncorrelated random fo r  which desired future output can be defined. Examples 

S ign i f i can t  reductions i n  the order o f  the matrlces Now a 
p red ic t i on  of the p l a n t  output, given measured output UP involved in computing the  optimal control can be made 

by requ i r ing  tha t ,  a f t e r  an i n te rva l  NU < N2. projected 



control increments are assumed to be zero, i.e., best demonstrated by means of the flight control example 
of the following section. 

algorithm for cases in which no adaptation is occurring 
are very minimal since all major computations including 
the matrix inversion of Eq. (8) can be performed off-line. 
Thus, on-line computations are limited to the matrix 

A u ( k + j - l )  = 0 j > N u  The on-line computational requirements of the GPC 
: (5 )  

where Nu i s  called the ~~contro; horizon". 
valent to placing infinite weights on control changes 
after some future time. In addition to computational shown i n  Eq* (8), with = N2* 
simp1 ifications, introduction of the control horizon also 
allows the stable control of non-minimum phase plants [7]. 

This is  equi- 

Applications to Flight Control 
With the introduction of the control horizon, the 

prediction equations become 

where 

with f(k + j) being that component of y(k + j )  composed 
of signals which are known at time kT [7], and the gi are 
elements of the polynomial Gi(q- 1, itself obtained from 
the recursive Diophantine relation (3). 
ing control law is given by 

1 

The correspond- 

where 

The matrix involved in the inversion above is o f  
dimension NU x NU. 
relations preceding it define the GPC algorithm. Al- 
though not considered here, the GPC algorithm can be 
made .adaptive by the inclusion of a "standard" recur- 
sive least-square parameter estimator [8]. Some 
theoretical stability results are presented in Ref. 7 
by relating GPC to state-space LQ control laws. The 
reader is referred to this referznce for details. 

A number of parameters are obviously available as 
design variables in applications of the GPC algorithm. 
They are: The minimum and maximum costing horizons, N, 

Equation (8) and the pertinent 

Introduction 

offers a significant challenge to the designers of auto- 
matic fliqht control systems. The response requirements 
of these systems imply relatively high bandwidth outer 
loop comnand following characteristics which are difficult 
to obtain using classical design techniques. The ability 
of the human pilot to succesfully complete such tasks 
has led to the investigation of pertinent preview control 
models for near-earth flight [9]. The similarity between 
the philosophy of these models and that of the GPC 
approach led to a consideration of the latter algorithm 
as a candidate for automatic flight path control in the 
TF/TA task. Indeed, Reid, et al., [5], have applied an 
Output Predictive algorithm to a terrain following flight 
control task. Conceptually at least, this algorithm is 
a special case of GPC as it considers the control input 
to be held constant over some number of sampling inter- 
vals, then provides a least-square control solution 
which minimizes a cost function similar to Eq. ( 4 ) ,  but 
with no weighting on control inputs, a minimum output 
horizon of zero, and a control horizon matching the 
maximum output horizon. The necessity of holding the 
control input constant over a number of sampling inter- 
vals arose in ensuring output stability. 

Output Predictive algorithm for the height control task 
to be considered here, performance was, in general, 
unsatisfactory. The necessity of holding the control 
input constant for multiples of the sampling interval 
coupled with the lack of control weighting in the cost 
function led to unrealistic control inputs, i.e., 
control signals which resembled relay-like functions 
alternating between large positive and negative ampli- 
tudes in all applications. For this reason, the Output 
Predictive algorithm was eschewed in favor of the GPC 
system to be described. 

Simplified Rotorcraft Vertical Dynamics 

utilized in this study. They all involve a simplified 
rotorcraft "bare-airframe" vertical velocity to coll ective 
input transfer function given by 

Terrai n-fol 1 owi ng/terra i n-avoidance (TF/TA) fl i ght 

In conducting some preliminary evaluations of the 

Figures 1-3 show the three "plants" which were 

The introduction of the first-order Pade' approximation 
to the time delay offers an interesting challenge to 
the control algorithm since it involves non-minimum phase 
dynamics. Figure 1 represents a "bare-airframe" in 
which the control input for the GPC algorithm will be 
collective control. Figure 2 represents the bare-airframe 
with a vertical velocity control loop closed about it. 
-Here, the control input for the GPC algorithm will be 
comanded vertical velocity tic. 
this case will be 

The effective plant for 

h - 4 ( s  + 0.5)(~ - 20) and N2.. the control horizon NU. and the control weighting 
sequence A ( k ) .  The role played by these parameters is 

r ( S )  = 
"C s(s3 + 17s2 + 98s + 40) (10) 



- 
- s ( s  + o.44)[s2 + 2(0.87)(9.52)s + 9.5223 

-4 (s  + 0.5)(~ - 20) algori thm i s  evident i n  a l l  t h e  systems with performance 
de ter io ra t ing  s l i g h t l y  as one moves from the system of 
Fig. 1 t o  t h a t  of Fig. 3. The GPC parameters f o r  
the  appl icat ions were 

F ina l l v ,  Fiq. 3 represents t k e  bare-airframe w i t h  v e l o c i t y  
I and hejght  cont ro l . loops closed. Here the cont ro l  inpu t  

f o r  the GPC a lgor i thm w i l l  be commanded height. The 
e f f e c t i v e  p lan t  f o r  t h i s  cpse w i l l  be N2 = maximum output  horizon = 50 (5  secs) 

N1 = minimum output horizon = 1 (0.1 secs) 

NU = contro l  hor izon = 20 ( 2  secs) 
X = contro l  weighting = 0.2 

- 4 ( ~  + 0 . 5 ) ( ~  - 20) 
s4 + 17s3 + 94s2 + 118s + 40 

sequence 

(11) These values were obtained by a t r i a l  and er ro r  procedure. 

- 4 ( ~  + 0 . 5 ) ( ~  - 20) I t was o f  i n t e r e s t  t o  inves t iga te  the robustness o f  
the GPC algori thm as regards the  q u a l i t y  of the " in ternal  
model" which was used i n  t h e  Diophantine r e l a t i o n  (3). (s + 

+ 0.579)[s2 ' 2(0*93)(8.31)s + 

- To t h i s  end, a b r i e f  inves t iga t ion  was conducted on the 
system of Fig. 1 i n  which t h e  dynamics o f  Eqs. (9 )  were 
not changed i n  the  d i g i t a l  simulations, but the " in ternal  
model" of these dynamics i n  the GPC algori thm were given 
bY 

The ra t iona le  f o r  Select ing the  dynamic Systems Of  Figs. 
1-3 was t h a t  they represented the  range of possible 

app l i ca t ion  from inner-loop cont ro l  actuator comnands i n  
Fig. 1 t o  outer- loop height  guidance commands i n  Fig. 3. 

Terra in  Fol lowing/Terrain Avoidance 

l e v e l s  o f  GPC u t i l i z a t i o n  i n  a t y p i c a l  f l i g h t  con t ro l  

(14) 1 

The comnanded v e r t i c a l  f l i g h t  path f o r  t h i s  appl ica- 
t i o n  was a c t u a l l y  a t ime h i s t o r y  s i m i l a r  t o  t h a t  u t i l i z e d  
i n  Ref. 5, represented as a sum o f  sinusoids 

i.e., the Padel approximated time delay was omitted. 
For a l l  p rac t ica l  purposes, t h e  r e s u l t s  were ident ica l  
t o  those of Fig. 5 w i t h  no change i n  the GPC design 
parameters necessary. This i s  an encouraging resul t ,  

o r  higher frequency system dynamics, w i l l  not have a 
hc = 20[sin(.O5(2rt)) + sin(.06(2nt)) + (12) as i t  ind icates t h a t  inaccurate modeling o f  system delays 

s in ( .08(2n t ) ) ]  f t  detrimental e f f e c t  upon GPC performance. 

Equation (12) can be thought o f  a representing a comnanded 
f l i g h t  path which would be provided by an on-board com- 
puter  i n  a TF/TA task. I n  implementing the GPC algorithm, 
the  "desired" output  o r  veh ic le  path was an exponential 
curve which continuously defined a smooth "capture" t r a -  
j e c t o r y  from the  veh ic le 's  present pos i t ion  t o  the comnand 
of Eq. (12). This capture t r a j e c t o r y  was given by 

j = 1, 2, . . ., N2 

Although the t ime constant T~ could serve as another 
design var iab le  i n  t h e  GPC algorithm, i t  was maintained 
a t  0.5 secs f o r  t h i s  study. Thus, the time t o  50% and 
95% amplitudes f o r  the  t r a j e c t o r y  of Eq. (13) was 0.14 
and 0.6 secs, Fespectiuely. These values Here deemed 
acceptable f o r  t h i s  veh ic le  and task. 

Figure 4 shows t h e  performance o f  the  system o f  Fig. 
3 wi thout  GPC and w i t h  the  command t r a j e c t o r y  o f  Eq. (12) 
serving as the  system input .  This serves as a benchmark 
system f o r  GPC performance comparisons as i t  prepresents 
the  performance o f  a "c lass ica ln  mul t i - loop contro l  
design w i t h  f a i r l y  h igh loop bandwidths. 
e r r o r s  exceed 20 ft i n  some instances. This c lass ica l  
design has been d i s c r e t i z e d  w i t h  a 0.1 sec sampling i n -  
t e r v a l  so t h a t  i t  i s  comparable t o  the GPC Tmpllehehtation. 

Note the  height  

Figures 5-7 show the  performance o f  the  GPC systems. 
The comnand and actual  veh ic le  t r a j e c t o r i e s  (dashed and 
so l  i d  1 ines, respec t ive ly )  are ind is t inguishable i n  these 
f igures because o f  the  excel l e n t  t rack ing  performance. 
This performance i s  ind ica ted  by the  small he ight  er rors ,  
where,.with the exception o f  the i n i t i a l  and f i n a l  t ran-  
sients, they are l e s s  tha 1 ft i n  magnitude. The 
t rans ien ts  are due t o  t h e  abrupt i n i t i a t i o n  and termina- 
t i o n  o f  the he igh t  c m a n d  a t  the zero crossings o f  the  
sum o f  sinusoids a t  t h e  begininning and end of the 
simulat ion. The f i g u r e  par ts  labeled "GPC Input"  repre- 
sent the "cont ro l "  as provided by the GPC a lgor i thm (u 
i n  Eq. (l)), and t h i s  i n p u t  var ies from the systems o f  
Figs. 1 through 3. The exce l len t  performance o f  the  GPC 

Manual Control Applications 

Although not pursued i n  t h i s  study, the appl icat ion 
o f  the GPC algori thm t o  the  descr ip t ion  o f  manual cont ro l  
tasks i n  which desired f u t u r e  output can be defined 
apprears promising. Tasks which imnediately come t o  mind 
are automobile d r i v i n g  and a i r c r a f t  near-earth f l i g h t .  
The inc lus ion  o f  weightings on contro l  w i n  the cost 
funct ion o f  Eq. (4) as i s  t y p i c a l l y  done i n  the Optimal 
Control Model o f  the  human operator [lo], can be accom- 
p l ished by su i tab le  mod i f i ca t ion  o f  the GPC algori thm [ 7 ] .  
The basic format o f  the  GPC approach, w i t h  i t s  output and 
cont ro l  horizons, i t s  i n t e r n a l  model, and i t s  output (as 
opposed t o  s tate)  feedback s t ruc tu re  make i t  a worthy 
candidate for f u tu re  research i n  the manual cont ro l  area. 

Conclusions 

Based upon the analyses performed t o  date, the 
fo l low ing  conclusions can be drawn: 

1 .) The GPC algori thm offers t rack ing  performance 
superior t o  c lass ica l  mu1 t i - l o o p  contro l  system 
designs. 
here, an order o f  magnitude reduction i n  absolute 
height e r ro rs  was achieved. 

2.) The GPC a lgor i thm can be introduced w i th  equal 
ease and success a t  a number o f  d i f f e r e n t  points 
i n  a cont ro l  hierarchy. I n  the examples studied 
here, GPC produced optimal con t ro l  pol icies where 
' lcontrol I' was defined from inner-loop actuator 
comnands t o  outer- loop guidance comnands. 

3 . )  The on- l ine computational requirements f o r  the non 
adaptive GPC appl icat ions are minimal. 

4.1 A l i m i t e d  examination of the ef fects  o f  inaccuracies 
i n  the GPC in te rna l  model upon GPC performance i n d i -  
cates t h a t  er rors  i n  t h e  estimation o f  p lant  time 
delay o r  higher frequency dynamics have minimal 
e f fect  upon performance. 

I n  the s i m p l i f i e d  TF/TA task studied 
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Fig. 1 Bare-airframe 

4(s + 0.5) 
S H1 = - 

Fig. 2 Bare-3irframe w i th  ver t i ca l  ve loc i ty  
control  loop 

Fig. 3 Bare-airframe w i th  ve r t i ca l  ve loc i ty  and height con t ro l  loops 
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